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Abstract

A mesh-free Galerkin simulation of dynamic shear band propagation in an impact-loaded pre-notched plate is

carried out in both two and three dimensions. The related experimental work was initially reported by Kalthoff and

Winkler (1987), and later re-examined by Zhou et al. (1996a,b), and others.

The main contributions of this numerical simulation are as follows: (1) The ductile-to-brittle failure mode transition

is observed in numerical simulations for the first time; (2) the experimentally observed dynamic shear band, whose

character changes with an increase of impact velocity, propagating along curved paths is replicated; (3) the simulation is

able to capture the details of the adiabatic shear band to a point where the periodic temperature profile inside shear

band at lm scale can clearly be seen; (4) an intense, high strain rate region is observed in front of the shear band tip,

which, we believe, is caused by wave trapping at the shear band tip; it in turn causes damage and stress collapse inside

the shear band and provides a key link for self-sustained instability. � 2002 Elsevier Science Ltd. All rights reserved.

Keywords: Adiabatic shear band; Dynamic shear band propagation; Crack propagation; Failure mode transition; Mesh-free methods;

Strain localization; Curved shear band; Multi-physics modeling

1. Introduction

In 1980s, Kalthoff and Winkler published their experimental work on a pre-notched plate subjected to
high speed impact (Kalthoff, 1987; Kalthoff and Winkler, 1987). In the experiment (here after referred to as
KW problem), a thin metal plate with two pre-notches is impacted by a cylindrical projectile with a flat end.
The projectile contacts with the plate in the region between the two notches (see Fig. 1) with speeds from 10
to 100 m/s. The impact initiates a compression wave in the plate, which first creates a predominantly
mode II dynamic loading at the notch tips, and then raises temperature around the notch tip regions. The
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thermo-mechanical behavior of the plate is very complicated and unexpected. The shear dominated loading
leads to three different outcomes depending the magnitude of the impact speed: (1) when the impact velocity
is low, there is no fracture in the specimen, but massive plastic deformation at notch tip; (2) when the
impact velocity exceeds a certain limit, say VTF (subscript ‘‘TF’’ denotes ‘‘tensile fracture’’), a locally mode I
crack initiates from the notch tip and propagates in a direction that forms roughly a 70� angle with the
notch line direction (Fig. 1) (in the single notch plate experiment, the cleavage crack path forms 30� angle
with the notch line (Zhou et al., 1996b)); (3) when the impact velocity exceeds another (higher) velocity
limit, say VSB (subscript ‘‘SB’’ denotes ‘‘shear band’’), the final failure mode changes: a shear band initiates
at the notch tip and propagates through the specimen, which is a purely ductile failure phenomenon.

The significance of the KW problem is that it reveals that under high strain rate shear loading, material
failure seems to be dominated by a ductile failure, and the failure mode tends to change from brittle to
ductile as the impact velocity increases. The change of failure mode with increase of impact speed is usually
referred to as dynamic failure mode transition. The failure mode transition demonstrated in KW experi-
ment contradicts the traditional belief that material failure mode should change from ductile to brittle as
the strain rate increases.

After Kalthoff and Winkler’s pioneering work, similar experiments have been conducted by several
research groups with various materials: mild steel (C300 Maraging steel by Mason et al. (1994); Zhou et al.
(1996b), Ti–6Al–4V alloy by Zhou et al. (1996b, 1998), and polymer (polycarbonate) by Ravi-Chandar
(1995)). The same failure mode transition has been observed. Zhou et al. (1996a,b, 1998) re-designed the
experiment, to refine and improve experimental conditions. In Zhou–Rosakis–Ravichandran experiment
(here after referred to as ZRR problem), a single notch plate is used as the target. The main advantage of a
single notch specimen is that it eliminates the interference as well as interaction of the diffracted waves
between the notches, which occurs in KW’s double notch experimental setting, therefore a longer and
‘‘cleaner’’ shear dominated loading can be achieved at the notch tip.

Nonetheless, the main characteristics of the single notch experiment are similar to the double notch
experiment, except for an unusual mode switching phenomenon in the intermediate impact velocity range.
In the intermediate range impact velocity (20 < V < 29:6 m/s), at first a shear band initiates from the notch
tip, and is arrested in the middle of the plate; then suddenly a cleavage type crack initiates from the arrested
shear band tip. This differs from the behavior observed by Kalthoff that a crack directly initiates from the
notch tip. This is a failure mode transition from ductile failure (shear band propagation) to brittle failure
(cleavage fracture). 1 At higher impact velocities (V > 29:6 m/s), they confirmed Kalthoff’s result, i.e. a

Fig. 1. The KW problem (Kalthoff and Winkler, 1987).

1 Note that two different failure mode transitions are involved in ZRR experiement.
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shear band propagates and penetrates through the specimen without the cleavage fracture. It indicates the
dominance of the ductile failure at high strain rate (see Fig. 2).

Reported simulations of the KW and the ZRR experiments have not yet been entirely satisfactory. The
challenges are to reproduce the observed shear band propagation speeds and to predict the failure mode
transition. The first numerical simulation was reported by Needleman and Tvergaard (1995). To explain the
brittle-to-ductile mode transition as impact velocity increases, they noted that high strain rate loading
enhances thermal softening, which in turn suppresses the build-up of the maximum hoop stress; thus the
system is more prone to ductile failure rather than brittle failure, i.e., the dynamic shear band formation
prevails over cleavage crack formation. In their simulation, Zhou et al. (1996a) introduced a viscous fluid-
type of constitutive equation for the damage material inside shear band, to mimic its drastic reduction of
shear force carrying capability. However, neither computation was able to accurately predict the failure
mode transition. In both finite element computations (Needleman and Tvergaard, 1995; Zhou et al., 1996a),
the results were mesh dependent. The work reported in Zhou et al. (1996a) is the only successful simulation
of the time history of dynamic shear band growth. However, in that work, the shear band was forced to
propagate along the finite element edges, a straight line parallel with the pre-notch, in contrast to the curved
shear band observed in the real experiment.

Belytschko and Tabbara (1996) used the element-free Galerkin (EFG) method to simulate the KW’s
double notch experiment by assuming that it is an elasto-dynamic process. Recently, Klein et al. (2000)
again used mesh-free methods to simulate the KW problem, with a cohesive micromechanics model––the
internal virtual bond constitutive model (Gao and Klein, 1999). In both computations, a crack was found
to initiate from the notch tip at about a 70� angle as observed in Kalthoff’s experiment. Neither of the above
computations was able to replicate the failure mode transition, nor the dynamic shear band propagation.
Furthermore, most of the computations conducted so far are two-dimensional (2D).

The present work is aimed at a comprehensive simulation of the ZRR problem (single notch problem).
The goal is to investigate the major aspects of the physical deformation and failure processes, which include
simulating failure mode transition, dynamic structures of temperatures distribution, stress distribution,
inelastic strain/strain rate distributions, and identifying shear band propagation mechanism.

The arrangement of the paper is as follows: Mesh-free methods, in particular the reproducing kernel
particle method (RKPM) (Liu et al., 1995a,b, 1997a) is reviewed in Section 2. An explicit mesh-free
Galerkin formulation is also outlined in the same section. A thermo-elasto-viscoplastic constitutive model is
adopted, which is the adiabatic version of the model used by Zhou et al. (1996a, 1998). By doing so, the rate
tangent modulus method of Peirce et al. (1984) is extended to include adiabatic heating. These are discussed
in Section 3. Section 4 focuses on the new discoveries of the simulations, such as failure mode transition,
temperature reflection, asymptotic strain rate/stress field, and micro-structure of adiabatic shear band.

Fig. 2. The ZRR problem.
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2. An explicit mesh-free Galerkin formulation

Several mesh-free methods are currently used in computational mechanics. These include the smoothed
particle hydrodynamics (Gingold and Monaghan, 1977), the diffuse element method (Nayroles et al., 1992),
the EFG method (Belytschko et al., 1994), the RKPM (Liu et al., 1995b, 1996, 1997b), etc. The particular
mesh-free method used in this simulation is the RKPM. A detailed account of the method is provided in
Liu et al. (1997a) and Li and Liu (1999).

It has been shown recently by Li and Liu (1999, 2000) that mesh-free methods are very efficient in
simulations of strain localization problems. The finite element interpolation is generally piece-wise con-
tinuous in nature, which inevitably induces mesh alignment sensitivity, a phenomenon in which numerical
results depends on local finite element edge orientation, even if the problem is regularized at constitutive
level. In contract, the mesh-free interpolation can effectively reduce the mesh alignment sensitivity due to its
highly smoothed interpolation scheme, not merely piece-wise continuous but higher order continuity, and
its isotropic particle distribution. Another virtue of mesh-free interpolant is its non-local sampling char-
acter, which introduces additional numerical ‘‘diffusion’’, or ‘‘dissipation’’ mechanism into simulations. It
enhances the numerical algorithm’s ability to deal with problems with various discontinuities, though the
inherent numerical length scale still depends on the density of particle distribution. In fact, one of the mesh-
free methods is called ‘‘Diffuse Element Method’’ (see Nayroles et al., 1992).

Moreover, the class of mesh-free interpolants used in this simulation have extra ability to relieve vol-
umetric locking for displacement based formulation (Belytschko et al., 1994; Chen et al., 1996; Dolbow and
Belytschko, 1999), which enables us to implement a straightforward explicit computation. Its advantage in
3D simulation is instrumental.

The basic idea of the RKPM is to construct a proper kernel function on a set of scattered nodal points,
such that one can approximate the function of interest through a ‘‘reproducing’’ or ‘‘filtering’’ represen-
tation without a mesh,

u.ðxÞ ¼ R.uðxÞ ¼
Z

X
K.ðy � xÞuðyÞdX ð1Þ

where K.ðX Þ :¼ 1=.nKðX=.Þ, . is the dilation parameter that is associated with the support size of the
kernel function, and n is spatial dimension. The RKPM kernel function is compact supported, and usually
very smooth, KðX Þ 2 CN ðXÞ and N > 1. Note that a RKPM representation is a spatial convolution in a
strict sense, whereas the finite element interpolation can be viewed as a spatial convolution only in the sense
that the kernel function is a generalized function. Assume that in the domain X there is a valid particle
distribution, K :¼ f1; 2; . . . ;NPg. Discretizing Eq. (1) yields a discrete convolution, which is defined as

uhðX Þ ¼ ðK. �0 uÞðX Þ :¼
X
I¼K

K.ðXI � X ÞDVIuI ð2Þ

where :¼ designates as the symbol of definition. Symbol �0 is defined as discrete convolution operator. Eq.
(2) represents a non-local interpolation, which is related with discrete convolution. For simplicity, in the
rest of the paper, we shall denote K.ðXI � X ÞDVI as NIðX Þ. In such ‘‘non-local interpolation’’, any points in
the domain, including particle points, are covered by multiple shape functions.

Let x be the spatial coordinate of a material point and X be the referential location of that material
point. The displacement of the material point is

u :¼ x� X ð3Þ
The deformation gradient is given by

F :¼ ox

oX
ð4Þ
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A weak form of the balance of linear momentum can be written as (Belytschko et al., 2000)Z
X0

P : dFT dX0 ¼
Z

X0

q0B 
 dudX0 þ
Z

CT
0

T 
 dudC0 �
Z

X0

q0

o2u

ot2
dudX0 ð5Þ

where T is the prescribed traction on the traction boundary, CT
0 , and P denotes the nominal stress tensor,

which can be related to the Kirchhoff stress tensor as s ¼ F 
 P, and B is body force per unit mass. For
simplicity, the boundary conditions are specified with respect to the referential configuration,

n0 
 P ¼ T; 8 X 2 CT
0 ; u ¼ �uu; 8 X 2 Cu

0 ð6Þ

where CT
0 [ Cu

0 ¼ oX0.
It should be noted that the RKPM interpolant is not able to represent essential boundary conditions via

boundary value interpolation. Therefore, an extra term appears in the weak form (5)Z
Cu

0

T 
 dudC0 ð7Þ

because du 6¼ 0, 8 X 2 Cu
0. On how to estimate this term and enforce the essential conditions, the readers

may be referred to Li and Liu (2000).
Assume that the trial, and weighting functions have the same form of interpolation,

uhðX; tÞ ¼
XNP

I¼1

NIðXÞdIðtÞ ð8Þ

duhðX; tÞ ¼
XNP

I¼1

NIðXÞddIðtÞ ð9Þ

where NP is the total number of particles.
The weak form (5) will yield the following discrete equations

M
d2uh

dt2
¼ fext � f int ð10Þ

where M is the mass matrix, and the external and internal forces are calculated as follows:

fext
I ¼

Z
CT

T h
i ðX; tÞNIei dC0 þ

Z
X0

q0B
h
i ðX; tÞNIðXÞei dX0 ð11Þ

f int
I ¼

Z
X0

Ph
Ji

oNI

oXJ
ei dX0 ð12Þ

where ei, i ¼ 1, 2, 3 are the unit vectors of the referential coordinate system.

3. Constitutive modeling

It is a well-known fact that the classical rate-independent plasticity theory does not possess an intrinsic
length scale, which leads numerical pathologies in simulation of strain localization, such as mesh size and
mesh alignment sensitivities.

Several regularization mechanism have been introduced in constitutive modeling. They include: visco-
plastic model (Needleman, 1988, 1989); thermal dissipation model (LeMonds and Needleman, 1986a,b;
Oliver, 1989; non-local inelastic model (Bazant et al., 1984; Bazant and Pijaudier-Cabot, 1988; Cabot and
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Bazant, 1987); strain gradient model or Cosserat type model (Aifantis, 1992; Zbib and Aifantis, 1992; de
Borst and Sluys, 1991; de Borst and Pamin, 1996); and others.

In this study, a thermo-viscoplastic constitutive model is adopted. For simplicity, the heat conduction is
neglected; thus, the only regularization agent at the constitutive level is viscosity. This approximation may
have certain limitations on some aspects of the simulation, such as an accurate determination of evolving
shear band width, etc. Nevertheless, the problem is well posed in a mathematical sense, and there is a finite,
intrinsic length scale associated with the constitutive parameters (see Needleman, 1988, 1989; Shawki and
Clifton, 1989 for details). On the other hand, the mesh-free interpolant introduces diffusion mechanism as
well as numerical length scale into the simulation, 2 by the particle distribution density. Mesh size sensi-
tivity is still present in the mesh-free formulation; nevertheless, the mesh alignment sensitivity is signifi-
cantly suppressed. So far, in most prior simulations of strain localization, the main effort is to simulate the
mere appearance of bifurcated deformation modes due to material instability. Nevertheless, how and why
such localization zone is able to propagate is still not well understood. A common belief among the re-
searchers is that dynamic shear band propagation is a self-sustained material instability propagation in an
auto-catalytic manner.

It should be noted that adiabatic shear band propagation may be viewed as a (weakly) shock wave front
expansion but different from a (weakly) shock wave front propagation (Hadamard, 1903). Based on this
philosophy, dynamic shear band propagation may be simulated by a single constitutive model, and it
should happen automatically. Unfortunately, most of prior simulations failed to capture adiabatic shear
band propagation.

On the other hand, it is most physicists’ belief that shear band is a physical entity, within which sig-
nificant change in material strength and properties take place. For instance, shear band can be identified a
possible phase transformation (see Giovanola, 1988a,b). In this spirit, the constitutive behavior in the
localized damage zone in the post-bifurcation phase dictates, or controls, shear band propagation. It is
believed that stress collapse inside the strain localization zone in the post-bifurcation phase is crucial for the
subsequent propagation of adiabatic shear band, or expansion of strain localization zone, because it allows
the dynamic loading continuously be mounted on the shear band tip, and provides driving force for the
shear band propagation. This notion has been implicitly suggested by Zhou et al. (1996a), Batra and
Nechitailo (1997), and Raftenberg (2000).

The key technical ingredient of simulating dynamic shear band propagation are two: (1) resolving mi-
cromechanical length scale that is associated with adiabatic shear band width, and (2) constitutive modeling
in post-bifurcation phase, i.e., how to simulate the threshold of stress collapse inside shear band. Note that
the threshold of stress collapse is different from the onset strain localization.

3.1. Thermal-viscoplastic model

In inelastic large deformations, the deformation gradient, F, may be decomposed as

F ¼ Fe 
 Fvp ð13Þ
where Fe describes elastic deformations and rigid body rotations, and Fvp represents viscous inelastic
deformations. The rate of deformation tensor, D, and the spin tensor, W, are the symmetric and anti-
symmetric parts of the spatial velocity gradient L ¼ _FF 
 F�1, i.e.

DþW ¼ _FF 
 F�1 ¼ _FFe 
 Fe�1 þ Fe 
 _FFvp 
 Fvp�1 
 Fe�1 ð14Þ

2 In fact, any discretization will bring numerical length scale into numerical simulation, no matter the discretization is mesh based,

or mesh free.
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and

D :¼ Dijei � ej; Dij :¼
1

2

ovi
oxj

�
þ ovj

oxi

�
ð15Þ

W :¼ Wijei � ej; Wij :¼
1

2

ovi
oxj

�
� ovj

oxi

�
ð16Þ

Note that thermal deformation may be considered as eigenstrain, but makes no contribution in geometric
decomposition.

We neglect thermo-elastic contribution on internal work, i.e. s : ðDe þDtÞ � 0, where Dt is the rate of
deformation due to thermal expansion. Assume that the major part of plastic work is converted into heat
(Taylor and Quinney, 1934). The rate form of balance of energyZ

X
q _eedX þ d

dt

Z
X

1

2
q _uu 
 _uudX ¼

Z
oX

t 
 vdC �
Z
oX

n 
 qdC ð17Þ

may take the formZ
X0

q0Cp
_TT dX0 ¼

Z
X0

vs : Dvp dX0 þ
Z

X0

rXðJ 
 F�1 
 j 
 F�T 
 rXT ÞdX0 ð18Þ

where e is the specific internal energy; t is the traction; and q is the heat flux vector through the boundary;
Cp is the specific heat at constant pressure used to approximate the specific heat at constant stress.

A local strong form of the energy equation is

q0Cp
oT
ot

¼ vs : Dvp þrX JF�1 
 j 
 F�T 
 rXT
� �

; 8 X 2 X0 ð19Þ

Because the whole impact process last a few hundred ls, the effect of heat conduction is negligible over the
domain of the specimen. By only considering adiabatic heating, we have

q0Cp
oT
ot

¼ vs : Dvp ð20Þ

By doing so, the coupled thermo-elasto-viscoplastic problem is uncoupled. Thus the momentum equation
(5) suffices for constructing Galerkin weak form, and the energy equation (20) is only used in the con-
stitutive update.

A rate form constitutive equation is used

s
r
:¼ Celas : Dð �Dvp �DtÞ ð21Þ

where the Jaumann rate of Kirchhoff stress, s
r
:¼ _ss �W 
 s þ s 
W. The thermal rate of deformation, Dt, is

given as

Dt ¼ a _TT1 ð22Þ
where a is the coefficient of thermal expansion, and 1 is the second order unit tensor.

The yield surface of viscoplastic solid is of the von Mises type,

f ð�rr; jÞ ¼ �rr � j ¼ 0 ð23Þ

�rr2 ¼ 3

2
sijsij ð24Þ

sij ¼ s0ij � aij ð25Þ
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s0ij ¼ sij �
1

3
trðsÞdij ð26Þ

��� :¼
Z t

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3
Dvp : Dvp

r
dt ð27Þ

where aij is the back stress for kinematic hardening.
A thermo-elasto-viscoplastic material model is adopted (see Zhou et al., 1996a), which is described as

Dvp
ij :¼ �ggð�rr; ���; T Þ of

orij
ð28Þ

�gg ¼ _��0

�rr
gð���; T Þ

" #m
ð29Þ

gð���; T Þ ¼ r0½1 þ ���=�0�N 1

�
� d exp

T � T0

j

� ��
� 1


�
ð30Þ

where m is the power index, _��0 is the referential strain rate, r0 is yield stress, �0 ¼ r0=E, and d is the thermal
softening parameter.

The constitutive update largely follows the rate tangent modulus method proposed by Peirce et al.
(1984), which has been used in the context of thermo-viscoplasticity by LeMonds and Needleman
(1986a,b). The essence of the rate tangent modulus method is to approximate a function of time in the
interval, tnþh 2 ½tn; tnþ1� h 2 ½0; 1�, as

fh :¼ ð1 � hÞfn þ hfnþ1 ð31Þ
If we choose the predicted velocity field at tnþ1 as vtrial

nþ1 ¼ vn þ Dtan, it follows that

vh ¼ ð1 � hÞvn þ hvtrial
nþ1 ¼ vn þ hDtan ð32Þ

uh ¼ ð1 � hÞun þ hunþ1 ¼ un þ Dthvn þ h2Dt2an ð33Þ

Lh ¼ vhr
(

x ¼ vhr
(

X

� �

 F�1

nþ1 ð34Þ

Dh ¼ 1
2
Lh

�
þ LT

h

�
ð35Þ

Wh ¼ 1
2
Lh

�
� LT

h

�
ð36Þ

For h ¼ 1=2, the predicted step, or trial step corresponds to the central difference scheme. By following
Eqs. (32)–(36), the kinematical variables can be calculated at the configuration tnþh.

The main task here is to update the Kirchhoff stress:

snþ1 ¼ sn þ _sshDt ð37Þ

_ssh � s
r

h þWh 
 sn þ sn 
WT
h ð38Þ

To accomplish this, we first set

_������h ¼ ð1 � hÞ_������n þ h_������nþ1 ð39Þ
where _������nþ1 is approximated by a first order Taylor series expansion in �rr, ��� and T, i.e.
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_������nþ1 ¼ _������n þ Dt
o_������

o�rr
n

_�rr�rrh

�����
 

þ o_������

o���
n

_������h

����� þ o_������

oT

�����
n

_TTh

!
ð40Þ

Evaluate other state variables at tnþh ¼ ðnþ hÞDt,

Dvp
h ¼ _������hpn ð41Þ

a
r

h ¼ bDvp
h ð42Þ

_aah ¼ a
r

h þWh 
 an þ an 
WT
h ð43Þ

anþ1 ¼ an þ _aahDt ð44Þ

where p :¼ ð3=2Þðs0=�rrÞ
Since ph and ah are unknown in the configuration at Xn, inconsistent approximations are made ph � pn,

ah � an in the explicit calculation.
In isotropic hardening

Dvp ¼ 3

2

_������

�rr
s0 ð45Þ

hence

s : Dvp ¼ s0
�

þ 1

3
trðsÞ1

�
:

3

2

_������

�rr
s0

 !
¼ 3

2

_������

�rr
s0 : s0 ¼ �rr_������ ð46Þ

Eq. (20) becomes

oT
ot

¼ v
q0Cp

�rr_������ ð47Þ

Utilizing Eq. (47), we propose the following monolithic or simultaneous rate tangent modulus scheme.
Substituting Eq. (47) at time tnþh ¼ ðnþ hÞDt into Eq. (40), we have

_������nþ1 ¼ _������n þ Dtn
o_������

o�rr
n

_�rr�rrh

�����
(

þ o_������

o���
n

_������h

����� þ o_������

oT

�����
n

v
q0Cp

�rrh _������h

� �)
ð48Þ

Substituting Eq. (48) into Eq. (39) and solving for _������h yield

_������h ¼
_������n

1 þ nh
þ 1

Hh

nh

1 þ nh
Ph : Dh ð49Þ

where

Hh :¼
3E

2ð1 þ mÞ �
o_������=o���

o_������=o�rr

�����
n

� o_������=oT
o_������=o�rr

�����
n

av
q0Cp

�rrh

� 3E
2ð1 þ mÞ �

o_������=o���

o_������=o�rr

�����
n

� o_������=oT
o_������=o�rr

�����
n

av
q0Cp

�rrn ð50Þ

Ph :¼ Celas : ph � Celas : pn ð51Þ
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nh ¼ hDt
o_������

o�rr

 !
n

Hh ð52Þ

Note that since we do not know the stress state in the configuration Xnþh, in an explicit update we ap-
proximate rh by rn in the calculations of Hh, Ph, as well as of nh. This assumption may have been implied in
the original derivation of Peirce et al. (1984).

Subsequently, the Jaumann rate of the Kirchhoff stress is evaluated as

s
r

h ¼ Ctan
h : Dh �

_������n
1 þ nh

( )
Ph

"
þ 3Ka

v�rrh

qCp
1

#
ð53Þ

where

Ctan
h ¼ Celas � nh

Hhð1 þ nhÞ
Ph

"
� Ph þ ð3k þ 2lÞa v�rrn

q0Cp
1� Ph

#
ð54Þ

is the adiabatic tangent stiffness, which is not symmetric. Assuming that ���h and �rrh are available after the
stress update, the temperature can then be updated at each quadrature point as

Tnþ1 ¼ Tn þ _TThDt ð55Þ

3.2. Constitutive modeling in post-bifurcation phase

After initial thermal softening, material instability occurs, which leads to strain localization. Based on
Marchand and Duffy’s well-known experiment on dynamic shear band propagation (Marchand and Duffy,
1988), there are three stages in the development of an adiabatic shear band. In stage I, before, or onset of
the strain localization, the plastic strain distribution is homogeneous; in stage II, right after initial local-
ization, the plastic strain distribution become inhomogeneous, but the amount and width of the localized
deformation remain same; in stage III, there is drastic reduction of flow stress, the nominal strain becomes
quite large, from 40% to more than 1000%, and changes rapidly from one location to another, indicating
spatial oscillation, or fluctuation of strain rate distribution. The most salient characteristics of stage III
strain localization is that the material drastically loses its shear stress carrying capacity. This phenomenon
is called stress collapse, and has been predicted by Wright and his colleagues in their theoretical analysis
(Wright and Batra, 1985; Wright and Walter, 1987). Apparently, there is a critical strain, or threshold for
such stress collapse. Molinari and Cliffton (1987) calculated the critical nominal strain at which the stress
collapses. Their result is called the Molinari–Clifton condition. In fact, Gioia and Ortiz (1996) showed that
when the Molinari–Clifton condition is met, steady adiabatic boundary layers collapse into a vortex sheet.
Nevertheless, how to implement the Molinari–Clifton condition in numerical simulations is still an open
problem. On the other hand, since there is almost a vertical jump in reduction of flow stress carrying ca-
pacity (see Figs. 8, 12, and 21 in Marchand and Duffy, 1988), it would be difficult to represent such drastic
change of flow stress by a single constitutive relation that is responsible to describe both thermal–
mechanical behaviors of matrix as well as the behaviors of the shear band in the post-bifurcation phase.
The underling argument here is that separate constitutive description, or multiple physics model, is more
convenient and efficient in constitutive modeling.

In the case of high strain rate loading, it has been speculated that there is an intensified high strain rate
zone at the tip of a propagating shear band (e.g. Wright and Walter, 1987; Wright, 1995; Wright and
Walter, 1996). Moreover, based on the observation of micrograph of shear band surfaces, there is uniform
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void distribution throughout the shear band (Zhou et al., 1996b). It is thus suggested that dynamic shear
band propagation may be related to damage evolution process, which is controlled by strain rate.

It is highly plausible that the magnitude of a strain rate in front of the shear band tip could be used as a
criterion for the onset of stress collapse, or strain localization. It is possible that once the strain rate reaches
a certain level, damage occurs within the shear band irreversibly, and the material changes its behavior
inside the shear band, subsequently the material loses its stress carrying capability significantly, i.e. the
stress collapse. On the other hand, by combining the notion of stress collapse with the notion of wave
trapping (Wu and Freund, 1984), one may be able to explain the autonomous built-up of a high strain rate
field in front of the shear band tip.

Zhou et al. (1996a, 1998) used a Newtonian flow constitutive relation to model the highly mobile plastic
flow inside the shear band. Batra and Nechitailo (1997) used a compressible ideal fluid to model the shear
band; recently, Raftenberg (2000) used a shear band softening model, which is based on experimental data
(Raftenberg and Krause, 1999; Krause and Raftenberg, 1993), to simulate the post-bifurcation, or stress
collapse state of the adiabatic shear band.

Stress collapse inside an adiabatic shear band is triggered by the attainment of a critical strain ���cr, which
is controlled by strain rate. The stress collapses when the critical effective strain

���cr ¼ �1 þ ð�2 � �1Þ
_��r

ð _��r þ _������Þ
ð56Þ

is reached, where �1, �2 and _��r are input parameters. After ��� reaches ���cr, the damaged material is assumed to
behave like a non-Newtonian viscous fluid, so

s ¼ � c½1 � J þ aðT � T0Þ�
J

E
1 � m

1þ ldðT ÞD ð57Þ

where c is the stiffness parameter and ld is the viscosity, which may be temperature dependent.
To simulate fracture and crack growth, a simple material damage algorithm is adopted in this work. The

maximum tensile stress is used as the crack growth criterion. The algorithm works as follows: when the
maximum tensile stress at a material point exceeds a certain limit, the crack is assumed to pass through that
material point. To model the crack, the stress components are set to zero at that material point, and the
value of temperature is set to room temperature.

The main advantages of using the critical stress based material damage algorithm is its simplicity. Be-
cause of the non-local nature of mesh-free approximation, the connectivity relation with respect to the
referential configuration needs to be updated to prevent the particles on the other side of the crack from
contributing over the crack line. A less accurate, but efficient way to get around a connectivity update is as
follows: once a quadrature point within a background cell is damaged, then all the other quadrature points
in the same background cell are considered to be damaged.

Since the specimen is 6 mm thick, the crack morphology observed in the experiment tend to be uniform
in the thickness direction. Therefore, it may be reasonable to assume that the cleavage fracture toughness in
the thermo-elasto-viscoplastic solid is controlled by the maximum circumferential stress, or hoop stress
within the plane, which conforms with the conventional theory of brittle fracture (e.g. Erdogan and Sih,
1963). In our computation, the following criterion is used

rmax P rcr ð58Þ
where the critical stress is set as rcr ¼ 3r0 (where r0 is the initial yield stress and 3r0 is roughly the level of
stress triaxiality expected at the tip of a crack in an elasto-plastic solid). When the maximum principal stress
reaches 3r0 at a material point (Gauss quadrature point), we set

sij ¼ 0; T ¼ T0 ð59Þ
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4. Numerical results

4.1. Overview

The computations carried out in this work focus on the experiments conducted by Rosakis and his co-
workers, i.e. the ZRR problem. The experiment involves the asymmetric loading of a pre-notched plate
(single notch) by a cylindrical projectile as shown in Fig. 3. In this numerical study, two configurations have
been used to simulate plate specimens of different sizes, which correspond to two different sets of experi-
ments. The first configuration models the experiment conducted by Zhou et al. (1996b) (see Fig. 4a), while
the second one models the experiments conducted recently by Guduru et al. (2001) (see Fig. 4b). In the
second experiment, there is a 2 mm long fatigue crack in front of the pre-notch, which increases the acuity
of the crack. We have conducted both 2D and three-dimensional (3D) simulations for the first specimen: a
2D computation with projectile speed V ¼ 25 m/s, and 3D computation with projectile speeds of V ¼ 33
and 35 m/s respectively. A total 49,086 particles are used, with 32,080 background cells for the 3D nu-
merical quadrature. There are eight quadrature points in each background cell, for a total of 256,640 Gauss
quadrature points.

For the second specimen, we have only carried out a 2D computation with projectile speed V ¼ 37 m/s.
In all 2D computations the specimen is assumed to be in plane strain.

The primary objectives of this simulation are twofold: (1) to replicate failure mode transition; (2) to
examine the growth criterion and driving force for dynamic shear band propagation.

Fig. 3. The impact loaded plate with a re-notched crack.
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4.2. Case I: intermediate speed impact (V ¼ 25 m/s)

In the experiment conducted by (Zhou et al., 1996b), when the impact velocity is in the intermediate
range, i.e. 20:0 < V < 30:0 m/s, a shear band grows but is arrested within the specimen interior. The final
failure of the specimen is caused by brittle fracture––a cleavage type crack forms and grows from the tip of
the arrested shear band. This behavior differs from the original Kalthoff double notch experiment, where
for impact velocities in the intermediate range, a crack directly initiates from the notch tip. The observation
made by Zhou et al. (1996b) has far-reaching consequences. Few experiments, if any, have ever recorded
such failure mode transition, i.e. the initial creation of a ductile failure mode (shear band) followed by a
brittle failure mode under the same impact velocity; it sheds light on failure mode transition at high strain
rates. It is, therefore, of considerable interest to simulate such a failure mode transition, to validate the
numerical paradigm as well as to observe the detailed dynamic failure process ‘‘in slow motion’’. The main
parameters in our simulation are listed in Table 1.

Fig. 5d–f shows the effective stress contours in the failure region following the impact. It can be clearly
observed that a strip with lower effective stress initiates from the tip of the pre-notch, and grows steadily
downwards.

At a certain point, it suddenly changes its direction, and grows upwards. This turning point is the point
at which the shear band transforms into an opening crack. To clearly show the differences between the shear
band and the resulting crack, we plot the same data by lowering the upper limit of the reference effective
stress, and juxtapose the temperature contours in the failure area with the effective stress contours (Fig. 6).
One may see that indeed there is a non-zero stress inside the downward part of strip, whereas in the upward
part of the strip the effective stress is zero, which indicates the separation of the specimen. There is a
quantitative agreement between the simulation (Fig. 5d–f) with the optical high speed camera observations
(Fig. 5a–c).

In most experiments (e.g. Affouard et al., 1984; Giovanola, 1988a,b; Huang, 1987), it has been observed
that cracks follow the path weakened by the growing shear band, whose origin has been attributed to either
brittle fracture, or damage induced microvoid growth and coalescence. It is interesting that in our com-
putations we observe a similar pattern of interface crack between the shear band and the matrix. Examining
the details of Fig. 6, one may find that there is a zero stress region between the shear band and the rest of
material in both effective stress contour and temperature profile, which indicates crack formation.

Fig. 4. The configuration of single notch specimens (a) specimen one, (b) specimen two.
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Fig. 5. Comparison between experimental results (a–c) (from Zhou et al., 1996b) and numerical results (d–f) (effective stress contour).

Table 1

Material parameters used in the computer simulations

Parameter Value Definition

_��0 1 � 10�3 s�1 Reference strain rate

m 70 Rate sensitivity parameter

r0 2000 MPa Yield stress

�0 r0=E Yield strain

n 0.01 Strain hardening exponent

T0 293 K Reference temperature

d 0.8 Thermal softening parameter

j 500 K Thermal softening parameter

E 200 GPa Young’s modulus

m 0.3 Poisson’s ratio

q 7830 kg m�3 Mass density

cp 448 J (kg K)�1 Specific heat

a 11:2 � 10�6 K�1 Coefficient of thermal expansion

v 0.9 The fraction of plastic work converted to heat

�1 4:0 � �0 In Eq. (56)

�2 0.3 In Eq. (56)

_��r 4:0 � 104 s�1 In a range (1:0 � 104–6:0 � 104 s�1)

c 0.002

ld 5.0 Pa s In a range (0.05–500.0 Pa s)

rcr 3:0 � r0 Maximum tensile strength
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4.3. Case II: high speed impact (V ¼ 33 m/s)

When the impact velocity exceeds a certain limit 3 the cleavage fracture is suppressed, and a shear band
initiates from the pre-notch tip and propagates through the specimen. Since the impact between the bullet
and plate is asymmetric, the shear band propagates slightly downwards to form a curved path. Comparing
with the intermediate impact speed range, one observes a failure mode transition, i.e. a transition from the
cleavage type of fracture failure at lower impact speeds to ductile failure at higher impact speeds.

Mesh-free simulations accurately replicate this failure mode transition. A sequence of 3D results, which
describe the evolution of the shear band, are displayed in Figs. 7 and 8 (effective stress contours) and Fig. 9
(temperature distributions). The stress states shown in Fig. 7 are the early states before the first elastic wave
reaches the far end of the plate. The stress states shown in Fig. 8 are the states after shear elastic wave
reaches the far end of the plate.

The experimental results (Zhou et al., 1996b) indicate that the shear band propagates along a curved
surface. This shear band morphology is very difficult to capture by finite elements, because of the mesh
alignment sensitivity that is inherent in such discretization. Using mesh-free methods, the curved shear
band formation has been accurately captured in the computations presented here. To the authors
knowledge, this is the first successful computation of the shear band propagation on a curved path.

In the 3D computations, a ‘‘temperature reflection’’ has been observed. That is, before the shear band
reaches the end of the specimen, the temperature at the far side free surface has already risen (Fig. 10). A
plausible explanation for this temperature reflection is that the plastic shear wave reaches the lateral free
surface before the shear band, and the free-surface traction boundary condition amplifies the amplitude of
the plastic wave, and causes the local temperature rise and the subsequent thermal softening at the free
surface. It should be noted that this phenomenon has only been observed in the 3D simulations (see both
Figs. 9 and 10). Fig. 10 gives a plane views of the temperature field as the shear band approaches the
specimen edge.

3 In the experiments conducted by Zhou et al. (1996a) this critical velocity is 29:6 m/s for C-300 steel. This value is expected to be

sensitive to material as well as pre-notch geometry and specimen thickness.

Fig. 6. The failure mode switching phenomenon (a) effective stress contour and (b) temperature contour.
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From Fig. 10, one may see that the computed shear band curves slightly down, but not as much as
observed in the experiment. It is believed that this may be attributed to the acuity of the numerical crack. In
the 3D computation, the crack tip of the pre-notch is modeled as a blunt cut, as shown in Fig. 11a. If one
increases the acuity of the numerical pre-notch, by using the visibility condition (Belytschko et al., 1996) to
model a zero-width fatigue crack (for implementation see Li et al., 2000).

Fig. 11b shows a 2D numerical fatigue crack configuration emanating from with the pre-notch. Using
this model to increase the acuity of the pre-notch, we have predicted a curved numerical shear band (see
Fig. 12b, with a curvature that agrees with that observed in the experiment by Zhou et al. (1996b) (see Fig.
12a). However, in the experiment, the shear band formed at an impact velocity V ¼ 29:6 m/s, whereas in the
computation, an impact velocity V ¼ 37 m/s was used (Fig. 12b).

4.4. Some observations

In Fig. 13, the spatial strain rate (effective strain rate) distribution is juxtaposed with temperature sig-
nature of the adiabatic shear band. It shows that there is a strain rate concentration region right in the front
the shear band tip. It indicates that there exists an asymptotic strain rate tensor field around the shear band

Fig. 7. 3D simulations: effective stress (SS) contours (Pa).
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tip. We postulated that this high concentrated strain rate field is induced by the so-called ‘‘wave trapping’’
mechanism (see one-dimensional (1D) model by Wu and Freund (1984)). Based on Wu–Freund 1D linear
(or logarithmic) rate sensitivity model, one may expect that the strain rate becomes unbound. To authors’
knowledge, the simulations shown here is the first realization of wave trapping induced strain rate con-
centration in front of an adiabatic shear band tip in higher dimension. It is natural to compare asymptotic

Fig. 8. 3D simulations: effective stress (SS) contours (Pa).
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strain rate tensor field in front of a shear band with the asymptotic stress tensor field in front of a brittle
crack.

Based on this analogy, it is speculated that adiabatic shear band propagation is controlled by the in-
tensity of strain rate tensor field ahead of the shear band tip. After the strain rate reaches a certain level, it

Fig. 9. 3D simulations: temperature (TT) contours (K�).

1230 S. Li et al. / International Journal of Solids and Structures 39 (2002) 1213–1240



Fig. 10. Temperature reflection: 3D effect (a) 60 ls, (b) 68 ls and (c) 76 ls.

Fig. 11. Configuration of pre-notch and fatigue crack (a) pre-notch without fatigue crack (3D) and (b) pre-notch with fatigue crack

(2D).

Fig. 12. Curved shear band formation: (a) experimental result and (b) numerical prediction (V ¼ 37 m/s).
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causes damage as well as stress collapse in the newly formed material instability zone, i.e. shear band tip
front. It then significantly reduces the flow stress carrying capacity at the tip, which leads to shear stress
concentration in the undamaged region and drastic narrowing of the band width, i.e. strain localization and
the advance of the strain localization zone. It may be noted that in adiabatic shear localization, there is a

Fig. 13. Temperature contours (a, c, e) and strain rate contours (V ¼ 37 m/s) (b, d, f) ahead at the tip of the shear band: (a, b) t ¼ 12 ls;

(c, d) t ¼ 24 ls; (e, f) t ¼ 36 ls.
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gap between softening instability and actual strain localization. Usually, stress collapse inside instability
zone signals the onset of the localization (Wright and Walter, 1987; Wright, 1990).

The time history as well as local concentrations of the stress components r11 and r12 are displayed in Fig.
14. The asymptotic features of shear stress distribution around the shear band tip are displayed in Fig. 14b,
d, and f.

Nevertheless, in the post-bifurcation phase, the absolute magnitude of shear stress at the shear band tip
may not be the absolute maximum during the whole loading history, or in all impact tests. For instance, the
magnitude of shear stress in front of the shear band could be higher during the intermediate impact speed
test (25:0 < V < 30:0 m/s) than that during the high speed impact test (V > 30:0 m/s). Thereby, it can
hardly used as an index to characterize dynamic shear band propagation.

Our numerical results for shear band length histories and shear band velocity histories are compared
with the experimental results reported by Zhou et al. (1996b) in Table 2. For C300 mild steel, the elastic
shear wave speed is 3134:35 m/s. Based on our numerical computation at impact speed, V ¼ 35 m/s, the
highest shear band speed observed is about 2000 m/s, or roughly 60% of the shear wave speed, which has
not yet been reported in experiments. In the experiment, the highest reported shear band speed is only 1200
m/s for impact velocity V ¼ 30 m/s, which is about 38% of the elastic shear wave speed.

One should remember that the measurement depends on the definition of a shear band. In the mea-
surement of shear band length, as well as shear band speed, we considered two different definitions: (1) the
attainment of the effective strain of 12:5% is the threshold of shear banding; (2) the attainment of tem-
perature rise of 50 �K at a material point is the threshold of adiabatic shear banding. Fig. 15 is based on the
second criterion. In addition to the different definitions, the discrepancy in shear band speed between the
experimental observation and the numerical computation may depend on the model of impact/collision
between the projectile and target. To model this impact, in this study, a prescribed velocity boundary
condition is applied at the lateral boundary within a 50:8 � 6:0 mm2 area right below the pre-notch. The
prescribed velocity is reset to zero after 47 ls, the assuming separation time. A more realistic approach
would be to model the projectile as a deformable object, and to let the projectile collide and eventually
separate with the target as part of the numerical simulation. Recently, Li et al. (2001) have carried out a
simulation that models the projectile as a rigid bullet colliding with the pre-notch plate.

On the other hand, both average shear band speed and maximum shear band speed are affected by the
critical strain rate _��r listed in Table 1, which assumes an empirical value in numerical simulations. The
reason _��r is chosen as 4:0 � 104 s�1 in this simulation is because under such value shear band penetrates
the specimen within 60 ls, a measurement provided by experimental data Zhou et al. (1996b).

4.5. Microstructure of adiabatic shear band

In most previous studies of adiabatic shear bands, the field variables, such as temperature, shear strain,
or effective stress distributions are found smoothly varying along the shear band width (Oilellio and
Olmstead, 1997a,b; Wright and Ockendon, 1992; Wright and Ravichandran, 1997; Dinzart and Molinari,
1998), i.e. there is basically no ‘‘life’’ within the narrow region inside the shear band.

Recently, Guduru et al. (2000, 2001) used the latest optical and infrared (IR) devices to probe the
temperature profile inside the adiabatic shear band, and they observed a different picture.

Through the IR images, it was found for the first time that the temperature inside the adiabatic shear
band is not uniform, nor quiescent, but has a periodic fluctuation and oscillatory pattern. This pattern is
associated with ‘‘hot spots’’ in IR images. This experimental observation (Guduru et al., 2001) indicates
that thermo-mechanical responses inside the narrow adiabatic shear band are very active, and in non-
equilibrium state.

Employing the thermo-mechanical model described in Section 2, we have independently predicted the
thermal–mechanical instability inside shear band numerically. In order to resolve the fine scale structure of
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the adiabatic shear band, a total of 79,742 particles are used in the mesh-free discretization. In the
computation, a 2 mm fatigue crack in front of the pre-notch is modeled by using a visibility technique
Belytschko et al. (1996) to realize the discontinuity as shown in Fig. 11b.

The numerical simulation confirms the experimental observation that there are periodic ‘‘hot spots’’ in
the temperature distribution within the adiabatic shear band, and these periodic ‘‘hot spots’’ move

Fig. 14. The contour of normal stress r11 (a, c, e) and shear stress r12 (b, d, f) ahead at the tip of the shear band (V ¼ 37 m/s): (a, b)

t ¼ 24 ls; (c, d) t ¼ 36 ls; (e, f) t ¼ 48 ls.
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downstream along the growing shear band. For an impact speed of 37 m/s, we compare the optical device
measurement with numerical computations. The experimental results (Fig. 16a–c) are juxtaposed with
numerical results (Fig. 16d–f). As shown in Fig. 16, there is a strong qualitative agreement between ex-
perimental data and numerical results.

In fact, similar thermal–mechanical instability inside the adiabatic shear band has been observed before
by Molinari and Leroy (1990, 1991); Leroy and Molinari (1992), when they studied the ductile shear zone of
the earth’s lower crust. They attributed the cause of instability to temperature dependence on viscosity.

In the experiment conducted by Guduru et al. (2000, 2001), the shear band has an initial width about 100
lm (Fig. 16a), and later as the localized high temperature starts to diffuse (yellow or green background in
Fig. 16a–c. The shear band width gradually increase to about 300 lm or more. In the simulation, because of
the absence of heat conduction, the shear band width remain the same throughout the course of simulation,
at approximately 200–300 lm. The width actually depends somewhat on the discretization, or particle
density in the Y-direction. In the computation shown in Fig. 16, there are about 10 particles distributed in
the Y-direction.

A global picture of ‘‘hot spot’’ temperature pattern is displayed in Fig. 17 in a three level zooming
process. From Fig. 17, one can observe how such thermal–mechanical instability move towards down-
stream, and interact with each other. In fact, a similar oscillation pattern in stress components as well as
strain components have also been observed in numerical simulations. The preliminary results
have been reported in Li et al. (2001). A further study of such thermal–mechanical instability inside
the adiabatic shear band in the post-bifurcation phase is under way. It is plausible that the dynamic
microstructure of the adiabatic shear band shown here may influence ductile failure mechanism, or the

Table 2

Comparison of shear band speed

Impact speed (m/s) Maximum shear band speed (m/s) % of shear wave speed

Zhou et al. 25.0 595.0 19.0

Zhou et al. (1996b) 30.0 1200.0 38.0

This study 25.0 501.0 16.0

35.0 2005.0 64.0

Fig. 15. (a) Shear band length histories at different impact velocities and (b) Shear band speed histories at different impact velocities.
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brittle-to-ductile transition. The exact role of this possible instability on failure mode transition has not
been understood yet.

5. Concluding remarks

Mesh-free Galerkin methods have been used to simulate the dynamic shear propagation in a pre-notched
plate subjected to asymmetric impact loading. The numerical results are compared to experiments. A
number of new computational findings are noteworthy.

First, failure mode transition has been replicated in numerical computations. For intermediate impact
velocities (20 < V < 30 m/s), a shear band initiates first from the notch tip, and then arrests in the middle of
the plate. Finally a cleavage crack emanates from the tip of arrested shear band. For high impact velocities
(V > 30 m/s), the numerical results show that a shear band penetrates through the specimen without
cleavage type fracture, which is a ductile failure mode.

Second, the results of this simulation show that there is asymptotic high strain rate region in front of the
shear band tip, which appears to be universal and similar to the singular stress field around a cleavage crack
tip. This may be the primary factor that leads to stress collapse inside the shear band, and provides the
driving force for shear band growth. In fact, the key to simulating dynamic shear band propagation is the
assumption that the newly formed localization zone suffers a stress collapse.

In addition, the curved shear band path observed in the experiments are captured in the mesh-free
simulations. The replication of the curvature of the shear band is difficult by finite elements because the
propensity of shear bands to propagate along edges. In mesh-free methods, the direction of the band has
greater latitude, and were able to match the experiment well.

After strain rate reaches a critical value, a non-Newtonian flow model is used to describe the stress
collapsing state as a highly mobile plastic flow. This model predicts thermo-mechanical instability inside the

Fig. 16. Qualitative comparisons between experimental data and numerical computation on temperature distribution within the shear

band (V ¼ 37 m/s): (a, d) t ¼ 12 ls; (b, e) t ¼ 36 ls; (c, f) t ¼ 72 ls; (experimental results: (a, b, c); numerical results: (d, e, f)).
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adiabatic shear band. The cause of such instability is believed to be both temperature dependence on
viscosity and on density. Molinari and Leroy have reported the similar instability occurring within shear
band (Molinari and Leroy, 1990, 1991). This phenomenon has been observed in the experiments as ‘‘hot
spots’’ in the temperature distribution. A phenomenon called ‘‘temperature reflection’’ has been observed in
the 3D simulation; the temperature at the far end side of the plate rises before the shear band reaches that
region, this is due to the plastic wave amplification by free surface.

Since heat conduction is neglected in our adiabatic formulation, the regularization mechanism at con-
stitutive level is mainly due to viscous effect. An important contribution due to thermal dissipation is not
able to be taken into account in this formulation. Hence, the shear band length scale obtained from
numerical simulation differs to the experiments at large time scale. Usually, thermal length scale is about 100
lm and the mechanical viscous length scale is only around 1 lm, whereas the spacing between two particles
in the finest discretization conducted in this simulation is about 100–300 lm. Therefore, one may expect that

Fig. 17. The microstructure (temperature profile) of adiabatic shear band: (a) level one; (b) level two; (c) level three (1); (d) level three

(2).
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the numerical results presented here depend on the particular particle distribution employed in the com-
putation (‘‘mesh’’ size sensitivity!).
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